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We report a single-shot three-dimensional (3D) topo-
graphical imaging method, optical coherence factor (OCF)
imaging, which uses optical coherence as the contrast
mechanism to acquire the surface height (z-direction) infor-
mation of an object. A 4-f imaging system records the light
field reflected from the surface of the object. The illumina-
tion of the imaging system comes from a laser source with
the optical coherence length comparable to the depth of field
(DoF) of the optical system. Off-axis holographic recording
is used to retrieve the coherence factor from the interference
fringes, which is then converted to z-direction information.
In this experiment, we validate our 3D imaging results com-
paring them to axial scanning full-field optical coherence
tomography images. We also analyze the contrast mecha-
nism of OCF and show that it is able to provide additional
information over conventional coherent and incoherent
imaging using the same imaging setup. This single-shot
computationally efficient method may have potential appli-
cations in industrial quality control inspection. © 2020
Optical Society of America

https://doi.org/10.1364/OL.384551

Since real world objects are three dimensional (3D) in nature
while common image sensors are two dimensional (2D), opti-
cal researchers have worked extensively on different methods
to use the captured low dimensional data to reconstruct 3D
images. It is worth noting that real world scenes generally consist
of multiple surfaces instead of dense 3D voxels, because light
usually only interacts with the surface of an object. Under this
condition, 3D imaging can be recast as a height-measurement
problem (topographic scenarios) and the imaging results are
usually topographical in height direction (z-direction).

A variety of methods have been developed to realize 3D
imaging from 2D data, including optical coherence tomogra-
phy (OCT) [1,2], structured light illumination [3], light field
cameras [4,5], lensless cameras [6,7] and point spread function
(PSF) engineering [8–10]. Some of the 3D imaging meth-
ods such as OCT [1,2] inherently reconstruct 3D voxels. For
topographic scenarios, these types of 3D imaging methods are
generally inefficient as the inherent information in such scenes
are much more constrained and lower in magnitude. The other
aforementioned methods—from structured light illumination

to PSF engineering—can take advantage of or even rely on the
topography condition. Structured light illumination methods
[3] usually require a set of spatially varying illumination patterns
on the surface of the object, and the height information can be
inferred from the distortion of the projected patterns. However,
there will be ambiguities in the reconstructed height profile
if the object surface has a certain amount of discontinuity. In
addition, structured light illumination requires precise calibra-
tion before data acquisition. Light field cameras [4,5] are able
to capture both 2D space and 2D angle information to realize
3D reconstruction in a single shot, but all of them must trade off
space-bandwidth products (effective voxels). Lensless cameras
[6,7] replace the conventional image lenses in front of the sensor
with an encoding element, such as an amplitude mask or even
a random diffuser, and computationally reconstruct the 3D
image from the recorded pattern. PSF engineering methods
[8–10] implement coded pupils such that objects at different
heights have a different PSF on the image sensor. The height
information is inferred from the extent of blurring across the
scene by computational methods. Both lensless cameras and
PSF engineering methods require non-trivial algorithms to
reconstruct the height information from the recorded patterns.

On a more fundamental level, these 3D imaging methods can
be classified into different categories based on the approach by
which they convert height information into detectable signals.
OCT encodes the height information to coherence profile,
structured light illumination encodes it to pattern distortion,
and light field imaging, lensless cameras and PSF engineering
methods encode it to the corresponding 2D patterns based on
the optical system.

In this Letter, we report a single-shot 3D imaging method,
named optical coherence factor (OCF) imaging, which converts
the height information into the coherence profile, i.e., dif-
ferent heights provide different coherence factors. We first
introduce and explain the OCF imaging approach. Next, we
report experimental height reconstruction results from OCF
collected with our prototype and show that the results are well
matched with images acquired with an axial scanning full field
OCT (FFOCT) system. We then demonstrate that OCF is
able to provide additional height information than conven-
tional incoherent imaging methods. Finally, we discuss the
advantages and tradeoffs of OCF over conventional height
reconstruction methods.
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Fig. 1. Working principle of OCF. The reference beam and sample
beam with a pathlength difference1z (1zA or1zB ) will create inter-
ference fringes on the camera with the fringe visibility corresponding to
1z. The height information is then inferred from the fringe visibility.
Illumination arm for the sample is omitted for simplicity.

Figure 1 shows the working principle of OCF. The sample
beam reflected from the sample surface (illumination optics
omitted) interferes with a reference beam with a pathlength
difference1z. The interference fringes on the camera have dif-
ferent fringe visibility depending on the pathlength difference:
Comparing to part B, part A has more pathlength difference
with the reference beam R; therefore, the fringe visibility is
lower. Mathematically, we can introduce a coherence factor
γ (1z) into the interference, and the image on the camera
reads as

I (r)= |Er (r)|
2
+ |E s (r)|

2
+ 2γ (1z)Er (r)E s (r)

× cos
(
k · r+ φr (r)− φs (r)

)
, (1)

where r= (x , y ) is the pixel location on the camera; k is the
wave vector of the reference beam; Er , φr , and E s , φs are the
amplitudes and phases of the reference beam and sample beam,
respectively; and γ (1z) is the coherence factor when the path-
length difference is 1z. Equivalently, γ (1z) is the coherence
profile of the laser (Fig. 2 inset). The form of Eq. (1) makes an
assumption that the coherence factor in a local area is a constant.
Therefore, the interference term is scaled by the coherence
factor. It should be noted that the pathlength difference comes
from two sources: (1) height variations from the sample and
(2) the relative tilt between the sample beam and reference
beam. The former one reflects the spatial information of the
sample, while the latter one only adds a slope on the recon-
structed height image. Since the incidence angle of the reference
beam can be deduced from the periodicity of the interference
fringes, we can computationally remove the slope in the height
reconstruction. As γ (1z) is symmetric with respect to 1z,
we set the pathlength difference always positive or negative
within the DoF such that the whole field of view (FoV) falls in
the monotonic part of the coherence profile. It should be noted
that this single shot method relies on the topographical condi-
tion, which means that the scenes only consist of surfaces, so
that each coherence factor unambiguously maps to one height
according to the calibrated coherence profile of the light source
(Fig. 2 inset). The quantitative height result can be found from
a lookup table of pathlength differences and coherence factors
that were previously quantified and tabulated.

The experimental setup of OCF is shown in Fig. 2. The laser
beam (532 nm, 150 mW, CrystaLaser Inc. USA) is first split into
two arms by a polarizing beam splitter (PBS). Light on arm R1
serves as the reference beam and light on arm R2 illuminates the
sample. The sample is imaged onto the camera (GX1920, Allied
Vision) by a 4-f system. A tilted plane wave (R1) is added on the

Fig. 2. Schematic of the optical system. BE, beam expander; BS,
beam splitter; HWP, half wave plate; L, lens; M, mirror; P, polarizer.
Inset: the laser coherence profile with respect to a path length mismatch
1z.

camera by BS3 and interferes with light from arm R1, creating
an off-axis hologram on the camera. We perform pathlength
difference adjustments on R1 such that (1) the pathlength dif-
ference between the two arms is in the monotonic region of the
laser coherence profile, and (2) the whole scene in DoF interferes
with the reference beam. The coherence factor is retrieved from
the hologram by using off-axis holography [11]. The coherence
profile of the laser was characterized before imaging experi-
ments. To measure the coherence profile, we put a mirror as the
sample, and axially scanned the reference mirror M to acquire
multiple frames of interference fringes. A subarea of each frame
was analyzed to obtain the coherence factor. The coherence
profile in the Fig. 2 inset consists of the correspondence between
the coherence factor and pathlength difference.

Since a 4-f system was used to image the sample onto the
camera sensor, Er (r) here is the electric field component of
the reference light that is interfering with the sample reflection
from location r on the sample surface. An iris was put on the
Fourier plane of the 4-f system such that the spatial frequency
components of the DC term |E s (r)|2 do not overlap with the
interference term [third term in Eq. (1)]. The Fourier transform
of the captured hologram is shown in Fig. 3 (F {I (r)}). The
central lobe is the Fourier transform of the DC terms |Er (r)|2

and |E s (r)|2 [first two terms in Eq. (1)], and the two side lobes
are the Fourier transform of the interference term [third term
in Eq. (1)]. Since the interference term is separated in Fourier
domain with the DC terms, we can crop it out, shift it back to
the center, and do inverse Fourier transform to get one copy of
the conjugate pair

interf(r)= Er (r)E s (r)γ (1z) exp (−i (φr (r)− φs (r))) . (2)

The coherence factor is calculated by

γ (1z)2 =
∣∣interf(r)

∣∣2
/
(
|Er (r)|

2
|E s (r)|

2
+ λreg

)
, (3)

where λreg is the regularization term. Theoretically, if we rewrite
Eq. (2), we will find λreg is zero. In practice, to avoid division by
zero (this happens when |E s (r)|2 is approximately zero), λreg is
set to be above the noise level in the hologram measurement. We
set λreg equal to the camera pixel value of 50. In the experiment,
the reference beam intensity |Er (r)|2 is pre-calibrated, and the
sample beam intensity |E s (r)|2 is calculated by subtracting
|Er (r)|2 from the inverse Fourier transform of the central lobe.
After getting the coherence factor information γ (1z)2, the
height value is read from a pre-calibrated laser coherence profile
(Fig. 2 inset).



1736 Vol. 45, No. 7 / 1 April 2020 /Optics Letters Letter

Fig. 3. Flow chart of OCF image processing. The three terms from
Eq. (1) are calculated from the hologram (pink and red enclosed boxes)
and pre-calibrated reference beam (green box). The coherence factor is
then calculated.

Fig. 4. Quantitative height reconstruction results of (a1)–
(c1) FFOCT, (a2)–(c2) OCF, and (a3)–(c3) 1D line plots of the
white dashed lines in (a1)–(c1) and (a2)–(c2).

Figure 4 demonstrates the quantitative height reconstruction
results of OCF. We stacked pieces of coverslips together in a step
shape, where each piece had a thickness of 200 µm. The cover-
slips were sprayed with white paint to avoid multiple reflections
from glass surfaces. The OCF quantitative height reconstruc-
tion result of the coverslip stack is present in Fig. 4(a2). An axial
scanning FFOCT result serving as ground truth is shown in
Fig. 4(a1). For FFOCT, we scanned the reference mirror and
took multiple holograms, then determined the height by look-
ing at the maximum interference coherence factor. The OCF
and ground-truth FFOCT results are closely matched with each
other, as exhibited in the line plot Fig. 4(a3).

Fig. 5. Comparison on different imaging modalities. (a) Coherent
imaging. (b) Incoherent imaging. (c) OCF. (d) Line plots of blue and
red dashed lines in (b) and (c). The mean values in A1 and B1 are 0.59
and 0.60, respectively. The mean values in A2 and B2 are 0.38 and
0.17, respectively.

We then used OCF to image the 3D-printed samples (3D
printer model number CraftUnique CraftBot Plus) with a
given printing resolution of 100 µm [Figs. 4(b) and 4(c)].
In Fig. 4(b3), the 100 µm step is clearly seen in the line plot.
Figure 4(c) illustrates the imaging results of a 3D-printed
hand model.

Using the same imaging system, we then imaged the same
test objects with different imaging modalities, showing that
OCF provides a different imaging contrast mechanism in
comparison to conventional coherent or incoherent imaging.
Figures 5(a)–5(c) show the imaging results of coherent imaging,
incoherent imaging, and OCF, respectively. Speckle noise is
dominant in coherent imaging and can overwhelm the features
of the sample. Both incoherent imaging and OCF are able to
reveal the feature information of the sample. In the incoherent
imaging, the intensity values are uniform among the FoV, but
relatively lower at the edges of the test object as more light is
scattered. Unlike incoherent imaging, OCF maps the coherence
factor that is related to the height instead of feature edges, since
different height provides different pathlength mismatch and
yields different fringe visibility in the hologram. In Fig. 5(d),
we show the line plots indicated by the blue and red lines in
Figs. 5(b) and 5(c), respectively. OCF imaging is directly tied
to the height itself since different heights result in different
coherence factors, while incoherent imaging reveals the edge
information of the feature (the feature has a similar intensity
value as the surrounded background, with two dips at the edge
of the feature). Furthermore, the sample is put slightly tilted,
thus the surface is not perpendicular to the optical axis. From
OCF, the tilt is shown by different fringe visibility in enclosed
square A1 (mean value 0.38) and square B1 (mean value 0.17),
while the absolute intensity values (reflectance) in enclosed
squares A2 (mean value 0.59) and B2 (mean value 0.60) are
similar from incoherent imaging.

As a 3D imaging method, OCF has several advantages over
other 3D imaging methods. While OCF and OCT both use
interference to determine height information, the mechanism
by which they do so are quite different. OCT uses light with
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optical coherence lengths that are much shorter than the DoF.
Therefore, to get the height measurement within the DoF, either
time domain or frequency domain sweeping is required, and
multiple 2D images are used to calculate one 3D image, which
requires longer data acquisition time and more computational
resources. On the other hand, OCF uses light with coherence
lengths that are comparable to the DOF, and uses the strength
of the interference to determine height information. Thus, the
entire scene within the DoF can interfere with the reference
beam to varying extents, and the height information is encoded
in a single OCF interference hologram. Compared to structured
illumination, besides single-shot advantage, OCF does not have
to address the phase wrapping problem, to which many efforts
have been devoted. In terms of space-bandwidth product (SBP)
of the imaging system, OCF does not require as such binning
of the camera pixels into image pixels as light field imaging
requires. As seen from Fig. 3 (F {I (r)}), the two enclosed red cir-
cles, which represent the pass band on Fourier domain, occupy
∼16% of the total Fourier space. This implies that ∼16% of
the total pixels are effectively used. Unlike lensless cameras or
PSF engineering 3D based imaging, which adopt a variety of
mathematical models and computational algorithms, OCF is
more computationally efficient since it only requires a single 2D
Fourier transform.

In our experiment, the coherence length of the light source
is ∼2 mm, which is similar to the DoF of the imaging system.
However, the principle of OCF can be applied to measure a
broader range of heights, from microns to meters, by the selec-
tion of a light source with a suitable coherence length. The
imaging system can then be designed accordingly.

In conclusion, we demonstrate single-shot 3D surface imag-
ing using OCF. The experimental results suggest that it is viable
for quantitative height measurement. Using the same imag-
ing system, we also show that OCF has a different imaging
contrast mechanism than conventional imaging modalities,
including coherent imaging and incoherent imaging. The
contrast mechanism of OCF is able to reveal some information
that is not provided by the conventional imaging modalities.

The use of OCF offers a simple and effective solution for surface
profile reconstruction and may have potential applications
for industrial quality control inspection due to its single-shot
property.
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